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Stochastic multiresonance in the coupled relaxation oscillators
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We study the noise-dependent dynamics in a chain of four very stiff excitable oscillators of the
FitzHugh—Nagumo type locally coupled by inhibitor diffusion. We could demonstrate frequency-
and noise-selective signal acceptance which is based on several noise-supported stochastic attrac-
tors that arise owing to slow variable diffusion between identical excitable elements. The attractors
have different average periods distinct from that of an isolated oscillator and various phase relations
between the elements. We explain the correspondence between the noise-supported stochastic at-
tractors and the observed resonance peaks in the curves for the linear response versus signal
frequency. ©2005 American Institute of PhysidDOI: 10.1063/1.1899287

Noise plays an important role in the understanding and
description of nature. In contrast to the usual role of
noise as a nuisance, under certain conditions noise can
also play a constructive (“ordering”) role in nonlinear
systems far from equilibrium. Properly stochastic
resonance:? (SR) is the most famous noise-induced effect
and describes the enhancement of the system response to
a signal due to optimal noise. We study a spatial extended
excitable neuron-like system with an inhibitory coupling
between oscillators. The excitable property provides a
high nonlinear sensitivity to perturbations and to the sig-
nal near the rest state. The inhibitory coupling is re-
quired to induce stochastic multiresonance and can be
found in many natural systems, e.g., in chemical systems
with inhibitory diffusion 3 orin biological systems with
competition.4 Such a coupling provides coexistence of
several average periods distinct from that of an isolated
oscillator and several phase relations between the
elements>® In the present work we exploit the multi-
rhythmicity evoked by the inhibitory coupling to enhance
information exchange along a noisy chain of oscillators in
certain frequency bands. In this case, noise plays two
roles: it stimulates firing because the signal is below the
excitation threshold, and causes switches between differ-
ent attractors with varying phase relations in the en-
semble. The appearance of these distinct stochastic at-
tractors can be controlled by varying the signal period,
noise intensity, and the point of signal application. The
frequency- and noise-selective signal acceptance and pen-
etration along the chain can be viewed as a particular
kind of SR. The understanding of frequency-dependent
SR should be useful in the analysis of multifrequency
mechanisms of information exchange in neural networks
and various diffusively coupled activator—inhibitor oscil-
lator arrays in other fields, e.g., in chemistry or biology.
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[. INTRODUCTION

The dynamics of self-oscillatory and excitable systems
near the generation threshold has been a focus of interest for
a long time because it is the region where their controllabil-
ity is greatest. A recent surge of interest in this domain was
initiated by studies on coherence resondfi@nd stochastic
resonancéSR) in nonlinear excitable units® ' The param-
eter region near the Hopf bifurcation is also popular in mod-
els of isolated neuroh$™ and was shown to be a likely
source of multimodal oscillations in models of neuron
ensembled?

Spatiotemporal SR is the extension of the classical SR to
networks and considers the noise-enhanced propagation of
structures which could be found, e.g., in neural netwrks
in the well-known photosensitive Belousov—Zhabotin&ky.
Although there are several investigations of array-enhanced
SR"8signal amplification in a spatial extended system as a
function of the signal frequency has not yet been examined.
In the studies cited, coupling was of a type that resulted in
amplification of signals of any frequency. For isolatdtit-
able systems, the dependence of SR on the signal period has
only one maximum per period, and the latter nearly coin-
cides with the excursion time of an excitable element. This
time is the sole natural reference point for the time scale of
the proces$?? Recently, it has been shown that frequency
and phase locking in an ensemble of noise-stimulated excit-
able FitzHugh—Nagum@&FHN) oscillators can be enhanced
by optimizing the number of the coupled elemefit&* how-
ever, the frequency dependence of signal enhancement was
very similar to that for an isolated element. Analogous re-
sults have been obtained in the framework of the
Hindmarsh—Rose neuronal mod&l.

In this study, we examine effects of the signal frequency
on the signal processing in a linear chain of four excitable
oscillators coupled via inhibitor diffusiofslow variable ex-
change. Models of oscillatory media with inhibitory cou-
pling exhibit very rich dynamics and are commonly used to
describe various physical, electronic®® or chemical
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systemsz.e'27 In chemistry, an effective increase in inhibitor an unforced deterministic chain of four self-oscillatory ele-
diffusion, which is usually attained by reducing the activatorments. Next, we discuss every resonance peak and link these
diffusivity through a complexing iodiddgactivato) with  peaks with the favored phase relation of the stochastic attrac-
starch macromolecules, leads to a Turing structurdor.
formation® In biology, the inhibitory form of coupling is
used to explain morphogenesis in Hydra regeneration anf yopeL
animal coat pattern formatitfﬁ.Recently, experimental stud-
ies of artificial gene networks have been summarized in We study an array of diffusively coupled stationary but
mathematical models describing oscillators synchronized viflighly excitable FitzHugh-Nagumo mode(§HN) in the
slow autoinducer diffusiof’*° Competition in biological ~Presence of white additive noise and forcing with subthresh-
system is a source of spatial nonuniformities and motivate8ld periodic signals applied to selected elements. The FHN
inhibitory coupling® The dominance of this kind of coupling Mmodel is a paradigmatic model describing the firing behavior
between identical oscillators was shown to give rise to manyf neurond® and, more generally, the activator-inhibitor dy-
limit cycles of different periods and with different phase namics of excitable medf.
relation$® which are stable in large regions of the control ~ The model is given by the following equations:
parameter space. This kind of coupling is usually referred to
« . 1,32 « . . . Xm
as “dephasing™?? or “phase-repulsivé® interaction, be- “Loa-y + g+ A5100<
cause large regions in the phase space exist where the phase dt
points repel one another owing to this interaction. Dephasing
was shown to be a source of multirhythmicity in different dx, 27
systemg>34-36 T a-y,+&H+ Ay co< ?St)
With excitable noisy elements, a dephasing interaction of
stochastic limit cycleqinstead of deterministic ongsnay
result in the coexistence of spatiotemporal regimes selec-
tlvgly sensitive to external S|gr.1al _peru_)ds._ In such s_y_stems, dxg —a-y+ §3+AS3005(2—Wt>
noise plays at least two roles: First, it stimulates firing of dt Ts
stable elements and, thereby, their interaction during return

2—Wt> +C(X =X, 1

S

+C(x; = Xp) + CX3 = %), (2

excursions. Second, it stimulates transitions between *C0G=Xg) + Clu = Xg), (3)
coupling-dependent attractors thhe lifetime thereof is suffi- g )

ciently long. Our previous work was limited to two and % £m _

three elements coupled by inhibitor diffusion, for which the dt a=Ya* §4+AS4COS< Ts t) +Cl6—xa), @
attractor structure is relatively simple. In a chain four

oscillators, only two simple antiphase modes can be ob- dy; yis

served. In one mode, the two middle elements move in phase & =X — 3 +Vi, (5)

with each other and in antiphase with the edge ones. In the dt
other mode, every two adjacent elements move in antiphasehere, in a neural contexiy;(t) represents the membrane
Under the same set of parameters, a four-oscillator chain cgsotential of the neuron and(t) is related to the time-
also oscillate in a complex manner with different partial limit dependent conductance of the potassium channels in the
cycles and complex phase relations between the elements. inembrané® The dynamics of the activator variablg is
this regime, its eight-dimensional limit cycle is such that themuch faster than that of the inhibite, as indicated by the
edge elements make two turns, generating two spikes at diémall time-scale-ratio parameter It is well known that for
ferent interspike intervals, while the middle elements makda|>1 the only attractor is a stable fixed point. Faf<1,
only one turn. When attractors which have such differenthe limit cycle generates a periodic sequence of spikes. We
periods and phase relations compete among one anothéix a close to the bifurcation in the interv@l.01, 1.03 in
multiple resonances in signal processing are likely to occurorder not to use high-level noise to excite oscillations and
The paper is structured as follows. After the explanationthereby to avoid masking of the fine structure of the inter-
of the model equations and the method used to estimate thapike interval histograms. Here, is in the range 0.0001,
signal processing, we review the dynamics evoked by inhibi9.001, which is significantly smaller compared to those that
tory coupling. Then, we study the signal acceptance of the@re commonly used. This stiff excitation is needed to ensure
linear chain of four inhibitor-coupled excitable oscillators. a fast jumping between the attractors. The stochastic forcing
Thereby, we investigate the signal response of the coupleig$ represented by a Gaussian white ngiég with zero mean
system to a global signal, a local signal at the first elementand intensity 2: &g+ T)>=0‘§5(T)5i‘j. The harmonic
and a local signal at the second element for different signasignal is subthresholdy;;<a-1.0 and is added to the slow
periods. A very rich multiresonance behavior appears in aariables inputs. Previous investigations of isolated FHN
noisy environment which is based on different phase rela¢Ref. 1) show that SR properties do not depend on which
tions between the oscillators. Since the signals are below theariables signal and noise are applied. To evaluate the am-
threshold of excitation, the stochastic limit cycle oscillationsplitude of the input frequency in the output signal, we calcu-
are noise evoked. After that, we explain the different phaséate the linear responseQ at the input frequency
relations and the associated distinct resonance frequenciesat 27/ TS:Z'40
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FIG. 1. ISl distributions for the oscillator®s) 1 and 2 of Eqs(1)~5) for ) ) . ) . ) .
a=1.01,C=0.1,£=0.0001, no signali.e., A;=0.0) and ¢?=5x 10°S, The FIG. 2. Manifestation of the two stochastic regimes in the time series of the

histograms observed for elements 3 and 4 are similar. All histograms aI,gctivator (fasy variable of oscillators 1 and 2 to illustrate the dynamics

based on time series of a fixed length of 9600 time units. behind Fig. 1. The parameter are the same as in this figure for the ISI
distribution: a=1.01, C=0.1, £=0.0001, no signali.e., A;=0.0, and o>
=5x 107,
® 2m
Qsin=7— J 2y(t)sin(wt)dt, (6)
2n7T 0

by integer multiple of the signal period, and so the mecha-
nism of multimode behavior in the ISI histogram is different
w [Ze from our setup. Noise amplitude variation results in changes
Qeos™ K f 2y(t)cogwt)dt, 7 in the extent of coherence in the system’s behavior, because
the attractors with different time scales are induced by dif-
o3 ferent noise intensities. The possibility of manipulating the
Q= VQsin* Qcos (8) extent of coherence in this way has already been demon-
whenn is the number of periods,, covered by the integra- Strated experimentalfy and numericall{ for systems of
tion time. Equation$6) and(7) represent the Fourier coeffi- two and three coupled excitable elements.
cients of the signal frequency in the output. In Fig. 1, one can clearly see several time scales differ-
The equations were solved numerically using a fourth-ent from the excursion time of an isolated elemeén,.
order double-precision Runge—Kutta routine, the Heurr=2.8). Despite the fact that the elements are identical, the
algorithm®! and the Helfand algorithi#f. To ensure that the distances between the peaks in the histogram are different.
results were not a numerical artifact or long-lived transientsThe interspike intervals from oscillators 1 and 2 are the ma-
we tested whether they varied depending on the method usder contributors to the first and third peaks, respectively,
and the accuracy set in computations. The algorithms fowhereas the second peak contains the intervals produced by
seeking and identifying the attractors were based on rarPoth elements but with different frequency. This structure of
domly varying the initial points and observing the dynamicsthe ISI histograms suggests that the system has more than
of interspike intervals of each oscillator during the settling ofone noise-induced stochastic limit cycle. The stochastic
the systems on the attractor. After an attractor was detecte@witching between two dominant regimes can be seen in the
its boundaries were determined by slowly varying one or twdime series of Fig. 2 also. The first oscillator exhibits prefer-
parameters and correcting the step size for given parameter
values in case stability was lost.

0

Ill. REVIEW OF THE DYNAMICS EVOKED BY 0.6 -
INHIBITORY COUPLING

In order to get a reference frame for further comparisons,
we begin with noise-induced interspike intergisbl) distri-
butions for our excitable systef@a=1.01) in the absence of
external forcing. Figure 1 shows the ISI histograms for the
first two elements calculated for a noise lewé=5x 107
and a small coupling strength. This noise level was found to
be optimal in demonstrating multimode behavior of coupled
identical excitable elements. The multimode behavior is
caused by the different stochastic attractors with different
typical spike distances and the stochastic switching between

- P FIG. 3. The dependence of the linear respo@séEg. (8)] for the 4 FHNs
them. In contrast to that, the multimode behavior in the ISIon the signal periody for the noise level X 10°° by global subthreshold

histograms of a single biStaem system subjected to a SUQTgnaI(ASLZ&EO.OJ). The other parameters age=0.0001,a=1.01, andC
threshold signal and weak nofdés equal spaced and caused =0.1.
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FIG. 4. The dependence of the linear respo@geEq. (8)] for the 4 FHNs FIG. 5. The dependence of the linear respo@gd=q. (8)] for the 4 FHNs
on the signal periody for the noise level X 1075 The signal is applied to  on the signal period for the noise level X 10°°. The signal is applied to
the first element onlyA;;=0.01 andAg, 3 ,=0.0). The other parameters are the second element onlA,=0.01 andA 3 ,=0.0. The other parameters
£=0.0001,a=1.01, andC=0.1. aree=0.0001,a=1.01, andC=0.1.

entially spike distances of about 3.0 and 4.8, whereas spike o . )
distances of about 5.1 and 8.0 dominate in the dynamics dioWever,Q,>Q, 3 aroundTs=3.9, i.e., if the signal period
the second oscillator. The time series demonstrate the phake Ts~3.9, the signal travels throughout the chain despite
relations between the spikes in different oscillators also, an#PW values ofQ, ;. The multipeak structure d(Ty) is con-

make clear the inhibitory nature of the coupling via the slowServed if the entry of the signal is the second elenteig.
inhibitor variable. 5). However, the peak amplitudes are changed. Let us high-

light again the resonance peakat=3.9: The response of
the first and last oscillator is much higher than the response
of the middle ongQ; 4> Q, 3), despite the fact that the sec-
Next, we add an external periodic signal capable of in-ond element(filled circuits in Fig. 5 is the driven element
teracting with the stochastic attractors and analyze the dyand is the one most affected by the signal. This unexpected
namics for different noise levels. Our goal is to select theorder illustrates the high reliability of the underlying phase
most representative results that hold in large intervals ofegime, which we refer to and explain in the next section as
noise intensities. Figure 3 shows the presence of a globdhe intricate R2,1,1,3 attractor.
subthreshold signal in the output of each element. Multiple  This frequency selectivity is reflected in the appearance
resonances in the signal acceptance are clearly seen. of additional peaksgFig. 6) in the standard characteristic of
One can clearly see in Fig. 3, &=1.5 andT=3.9 SR(system respons® versus noise intensityln contrast to
(regions of resonanggethe Q curves for the middle and edge isolated excitable elements or fast-variable-coupled arrays, a
elements behave oppositelye., the Q maximum for the chain of four elements coupled via a slow variable exchange
edge elements corresponds to @eninimum for the middle  exhibits additional SR peaks, whose positions and ampli-
ones, suggesting that a signal applied simultaneously to altudes depend on the periods of the applied signals. This ob-
elements(global signal can selectively suppress its own servation pertains to théstochastic multiresonantehe-
manifestation in the middle elements, while stimulating annomenon(see, e.g., Ref. 46 and reference thereaxtended
acceptance in the edge elements. to encompass its dependence on the external signal period.
When a signal is applied to the first elementFig. 4), The effects described above depend not only on the very
multiple resonances are even more pronounced than in Fig.large stiffness, but also on the other model parameters: the
and the curves for all elements become similar in shapecoupling strength and the proximity of the bifurcation pa-

IV. SIGNAL ACCEPTANCE BY EXCITABLE SYSTEMS

1

0.8
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FIG. 6. The dependencies of the linear
responseQ for a chain of four ele-
ments[Egs. (1)—5)] as a function of
the noise intensity for different signal
periods: Ts=3.9 (left) and 4.5(right).
The signal of the amplitudé;=0.01

is applied to the first oscillator only
(Ag34=0.0. The other parameters are
a=1.01,£=0.0001, andC=0.1.
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FIG. 7. Waveforms of the slow variables for the antiphase attractor A1FIG. 8. Waveforms of the slow variables for the antiphase attractor A2
calculated fora=0.99 andC=0.2. Moving along a segment of the trajectory calculated forC=0.2 anda=0.99. No signal(Ay ,3+~0.0 and no noise
nearx,=-0.66, the representative point slowly approaches the firing point.(oza:0.0) are added to demonstrate the pure unperturbed mode A2.

After the spike, an abrupt increase in the slow variable is observed. No

signal (Aq, 23,~0.0 and no noisg¢?=0.0) are added to demonstrate the

pure unperturbed mode Al.

Mode A2 is one of the basic attractors in the configura-
tion under consideratiofFig. 8. Variation in the number of
rametera to the bifurcation value. Our analysis showed thatneighbors (oscillators 1 and 4 each have one neighbor,
the results remain valid over an at least twofold range ofwvhereas oscillators 2 and 3 each have two neighbessilts
coupling strengths and over a twofold range of values of thén a behavior not exactly antiphase. An analysis of how the
difference(a—1.0). waveform changes as the parameteapproaches the bifur-

In order to clarify how multiple resonances arise, wecation point shows that, the closer the approach, the more
shall draw on the similarity between stochastic and determinelearly the oscillations observed are of the antiphase type. In
istic limit cycles. The proximity of the bifurcation parameter addition, variation in the number of neighbors leads to the
to the Andronov—Hopf bifurcation and the large stiffness oftrajectories of units 1 and 4 near the firing point behaving
oscillators allow us to compare our excitable chain to itsdifferently compared with the trajectories of units 2 and 3.

deterministic self-oscillatory version. It is essential to include this variation in the analysis of
the effects due to the external signals and noise on such a
V. COUPLED DETERMINISTIC OSCILLATORS chain, because it is this part of the trajectory that is most

sensitive to external forcing. In this study, we examine only

Discussing the possible dynamic modes, we have to corthe range ofa values from 0.95 close to 1.0, which is of
sider first the in-phase attractor, which is formally stable withcrucial importance for understanding the dynamics of excit-
this type of coupling but has a small basin of attraction. Ourable systems with inhibitory coupling. Mode A2 can be de-
numerical analysis shows that the system leaves this attracttected at low coupling strengths, say,&t0.02. However,
if the slow variable of one of the oscillators is more thanthe in-phase and antiphase modes have very close periods in
(2% —39%) smaller than those of the other ones. For a chairthis region of small coupling strength. Despite the differ-
of four units, two antiphase modes are possible. In one modences in phase relations, the periods of attractors A1 and A2
referred to as Al below, strictly antiphase waveforms areare very close to each other in a broad range of coupling
observed: unit 2 moves in phase with unit 3 and in antiphasstrengthqT,,;=5.2 if C=0.1).
with units 1 and 4(Fig. 7). In mode A2, the phase shift If the coupling strength is not very low, an intricate limit
between units 1 and 3 is almost vanishing, whereas units 2ycle can arise in a linear chain that we designate as
and 4 oscillate almost in antiphase relative to units 1 and 3R(2,1,1,3. This designation indicates that the cycle period is
respectively(Fig. 8). Obviously, mode Al coincides with the equal to one interspike interval for units 2 and 3 but contains
antiphase mode in a system of two units because, due to thwo interspike intervals for units 1 and @&ig. 9); (T;=T,
synchronous run of the units 2 and 3 in this regime, the=2.8+4.7T,=T3=7.5).
diffusion between these elements goes effectively to zero and The basis for the formation of this attractor is a kind of
does not affect these neighbors. Hence, units 2 and 3 are nthternal” synchronization of individual oscillators. Their pe-
coupled by a slow variable exchange. Similar to the purgiods become prolonged in the presence of inhibitory cou-
in-phase motion, the basin of attraction of this mode Al ispling, because it takes them longer to reach the firing point.
not large: even if the representative points of units 2 and 3'he number of spikes that individual units generate depends
diverge only slightly, the systems are brought out of modeon their phase relations. The inner units experience three
Al. delays, which are clearly seen in the waveforms of unit 2 and
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VI. DISCUSSION

x,(t)

We suggest that it is the complex structure of the intri-
cate attractor R2,1,1,3 (Fig. 9 that provides for the exis-
tence of the large peaks @t~ 1.5, T,=3.9, while the an-
tiphase regime is responsible for the peak§at 1.25, T
~2.5, andT;=5. Obviously, the latter arise as a result of
1:4, 1:2, and 1:1 synchronization with stochastic antiphase
oscillations. The average period of this stochastic regime
or Iy V1 V4N ((T)=4.8; see Figs. 1 and)2s slightly shorter than that of
the deterministic on€T=5.2) because noise induces the pre-
mature jumping of representative points to the other branch
of the N-shaped null cline and thereby reduces the attractor

x,(t)

x,(t)

e 0 J
e l l l period.
_ . . . In order to demonstrate the influence of interesting sig-
50 55 tff:l)e 65 70 nal periods on the probability of emergence and existence of
1

a particular attractor during a long noise-induced process, the
FIG. 9. Waveforms of the slow variables for the intricate?R,1,2 attrac-  IS| histograms were calculated for the signal peridds

tor, as calculated foa=0.98 andC=0.2. No signal(Ay , 3 ,~0.0 and no =3.1 (smaII Q) ande=3.9 (|arge Q) (see Fig. 10 and com-
noise (a§=0.0) are added to demonstrate the pure unperturbed mode are with Fig 1

R(2,1,1,2. The arrows highlight the corresponding subthreshold response oy . . . .
spikes of the neighbor oscillators due to the inhibitory coupling. As can be seen in Fig. 10eft), for a signal periodT

=3.1, the histogram peaks are slightly lower and broader
than in the absence of external forcing. In contrast, a signal

3 shown in Fig. 9 by three local subthreshold maxima be-Of period Ts=3.9 [Fig. 1Qright] increases significantly the

tween large spikeghighlighted by the three arrows between relative he|ght of the peak 3127'6' This peak co_ntalns the
two consecutive spikesThe firing of element 2 is delayed ISIs emerging from the reg|me(E€,},1,3. Iqterestlngly, the
first by interaction with unit 1. Their interaction draws the ISI ValL_JeS of about 3.9 are absent_m the h|stograms, although
representative point away from the firing point. The secondtCh Signals support the stochastic version (&,R1,3 and
delay is due to its interaction with unit 3, and the third delayth€ir acceptance is goodne largest value of). In other

is again because of an interaction with unit 1. For the outetVOrds, in the presence of a signal of peridg-3.9, the re-

oscillators, only one delay is possible. Their periods are dedimeé R2,1,1,2 is more likely to be observed than the an-
termined mainly by the parametex i.e., by the time re- tlphgse one. The Ias_t statement concernT@g3.9. is less
quired for an isolated oscillator to pass though the cycle. IfPbvious compared with the statement that the signal of pe-
the two-dimensional phase plane of each oscillator, thigiod Ts=2.4 (which is half theTy,y) is compatible with the
mode for unit 1 and 4 looks like a doubled limit cycle, along @ntiphase regime. Therefore, we present segments of sto-
which the phase points make two turns per period, while th&€hastic time series for units 1 and 2 and the signal waveform
inner oscillators make just one turn. The farther paraneter that demonstrate microscopically how the signal increases
is from the bifurcation, the shorter is the main cycle, and the¢he probability of the R2,1,1,2 regime(Fig. 11.

shorter are the delays. In this way, other phase relations arise, At the signal minima, the parametaris brought closer
forming the mode R4,3,3,4 and other similar modes, which to the bifurcation pointi=1 (signal is negative At the sig-

are beyond the scope of this study, because we are interestadl maxima,a is pulled away from the bifurcation point,
only in modes near the oscillation threshold of isolated osimaking firing less probable. It is easy to see that firings fre-
cillators. quently occur when the signal is negative, and that the two

60 T T T T T T T T T 60

FIG. 10. The ISl distributions for ele-
ment 2 for a=1.01, C=0.1, 02=5

%X 1078, £=0.0001,T,=3.1 (solid line

in both diagramsand T;=3.9 (dashed
line, right), respectively. The signal is
applied to unit 1 withA;=0.01. For
comparison, the dashed line in the left
diagram denotes the unforced situation
(As1.2340.0 as in Fig. 1. All histo-
grams are based on time series with a
fixed length of 9600 time units.
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08 ; ' : disappears, the other sets in. Forcing an element of the net-

0.4 { work in resonance with one of these coupling-dependent
€ o0 resonance frequencies, we obtain not only the typical bell-
L]

shaped curve of standard SR, but remarkable additional reso-
i nance peaks too.
0.8 The study of frequency-dependent SR will be useful in

-0.4

08 . . )
gaining a better understanding of multifrequency mecha-
04 nisms of information exchange in neural networks. Because
% 0.0 ¢ of the generality of these effects across various diffusively
-0.4 coupled activator—inhibitor oscillator arrays, including FHN
08 , \ , systems, we expect that these findings can also be applicable
40 60 80 100 120 in other fields, e.g., in chemistry or biology.
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